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1.  PURPOSE

The purpose of this analysis is to classify the parameters that will be included as uncertain and
determine the constant parameters for the saturated zone (SZ) site-scale Total System
Performance Assessment for the Site Recommendation (TSPA-SR) analyses.  The stochastic
distributions and constant parameter values are assessed in this analysis. The stochastic
parameters are sampled for 100 realizations and the result of the simulation is included in this
analysis and model report (AMR).  The Work Direction and Planning Document associated with
this analysis is entitled, Parameter Uncertainty Analysis (CRWMS M&O 1999a).  The constant
and stochastic parameters described herein, are inputs required for the SZ site-scale flow and
transport model that will be included in the TSPA-SR.

2.  QUALITY ASSURANCE

The Quality Assurance (QA) program applies to the development of this AMR. The Performance
Assessment Operations (PAO) responsible manager has evaluated this activity in accordance
with QAP-2-0, Conduct of Activities. The QAP-2-0 activity evaluation (CRWMS M&O 1999d)
determined that the development of this AMR is subject to the Quality Assurance Requirements
and Description (DOE 2000) requirements.  The following procedures have been followed in the
process of completing this report: AP-3.10Q, Analysis and Models; AP-3.15Q, Managing
Technical Product Inputs; AP-SI.1Q, Software Management; and AP-SIII.3Q, Submittal and
Incorporation of Data to the Technical Data Management System.

3.  COMPUTER SOFTWARE AND MODEL USAGE

No models were used or developed in this AMR.  The software cited below is appropriate for use
in this application.  This analysis used four computers as described: DELL OptiPlex GX1s,
Sandia National Laboratories serial numbers are R429068, R429067, R430528 and an HP Kayak
XU; S817845.  The range of validation for Excel, Grapher, Surfer, and GoldSim is the set of real
numbers.

3.1 COMMERCIALLY AVAILABLE SOFTWARE USED IN ANALYSIS

•  Excel 97-SR-1 - This software was used to perform averages of data and other simple
arithmetic operations.  These calculations could have been performed by hand but a
spreadsheet was used for ease in calculation.  No marcos were included in the excel
spreadsheets.  The calculations were checked according to AP-3.10Q.  This software
was also used to visually display data.  Figures developed with the software are
indicated in Attachment I.

Per AP-SI.1Q, Section 5.1, the following information is required to document software routines:
! Identification, including version of the software routine:

Kc_am.xls Version 0.0
Newbulkd.xls Version 0.0
Geo_names.xls Version 0.0
De_Tortuosity.xls Version 0.0
Alluv_colloid_aw.xls  Version 0.0
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! Name and version of commercial software that the routine was developed:
All routines cited above were developed using Excel 97-SR-1.

! Documentation that the software routine provides correct results.

Kc_am.xls Version 0.0:  Calculates a cumulative distribution function (CDF) for
the Kc parameter.  The calculation is the rank of the data value/the total number of
data values.  This is checked in spreadsheet Kc_am.xls, in worksheet “check SR”.
The worksheet “check SR” documents the test case and verifies the routine
provides correct results for the input parameters

Newbulkd.xls Version 0.0:  Calculates averages of bulk density and matrix
porosity values and Equation 15 as discussed in Section 6.9.1.  The averages are
checked with a simple example in spreadsheet Newbulkd.xls, worksheet “check
SR”.  The worksheet “check SR” documents the test case and verifies the routine
provides correct results for the input parameters.  The Excel function AVERAGE
was used to average the bulk densities and matrix porosity values and therefore
does not need to be verified.

Geo_names.xls Version 0.0:  Calculates a probability distribution function using
the excel function “normdist”.  This does not have to be validated because this is a
standard built-in function of Excel (see spreadsheet Geo_names.xls).

De_Tortuosity.xls Version 0.0:  Calculates the tortuosity as described in Section
6.8.3 using Equation 14 (see spreadsheet De_Tortuosity.xls).  Spreadsheet
kc_am.xls, worksheet “check SR” documents a test case of division and verifies
the routine in the spreadsheet De_Tortuosity.xls provides the correct results for
the input parameters.

Alluv_colloid_aw.xls  Version 0.0:  Calculates a CDF for the Kc parameter.  The
calculation is explained in the spreadsheet Alluv_colloid_aw.xls, in worksheet
“check SR”.  The worksheet “check SR” documents the test case and verifies the
routine provides correct results for the input parameters.

•  Grapher 2.00 - This software should be considered exempt per AP-SI.1Q Section 2.1
because the software is only used to visually display data.  Figures developed with the
software are indicated in Attachment I.

•    Surfer 6.03 - This software should be considered exempt per AP-SI.1Q Section 2.1
because the software is only used to visually display data.  Figures developed with the
software are indicated in Attachment I.
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3.2  SOFTWARE UNDER CONFIGURATION MANAGEMNET CONTROL (CM)

GoldSim 6.03 - The Latin Hypercube Module of Goldsim was used to perform the 100
realizations of the stochastic parameters developed in this AMR.  All input parameters for the
TSPA-SR calculation are simulated together to ensure consistency for the TSPA-SR calculations.
GoldSim is valid for the range of the stochastic parameters defined in this AMR.  GoldSim is in
the process of being qualified (Sandia National Laboratory 2000. GoldSim V6.03), therefore AP-
SI.1Q Section 5.11, Interim Use of Unqualified Software to Support SR Products, was followed.
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4.  INPUTS

The primary data used in this report is indicated below in Table 1, or for a more detailed listing
of references and data information see the attached Document Input Reference System (DIRS)
form.  The definitions of the hydrogeologic units are described in Table 2.

The input data used for this AMR is considered appropriate to develop the SZ input parameters
for the TSPA-SR calculation and the SZ flow and transport model.  The best data that is
currently available was used as input to this AMR and is described in Table 1.  When ever
possible, data was used from the Technical Data Management System.  Other sources of input
data included technical output from other AMRs and reports that are considered appropriate for
the application of the input.

4.1 DATA AND PARAMETERS

Table 1.  Parameters and Inputs

Parameter

Parameter
(GOLDSIM) Input

Name Input Status Unit Source/Data Tacking Number (DTN)
Groundwater
specific discharge
(stochastic)

GWSPD Q All DTN: MO0003SZFWTEEP.000  Expert
elicitation aggregate CDF (p. 3-43).

Effective porosity
alluvium
(stochastic)

NVF19
and NVF7.

NVF7 and NVF19
have been
sampled

separately.

Unconfirmed
unqualified and
uncontrolled
(TBV) for
Bedinger et al.
1989 p. A18.

 Unit 19
and 7

Bedinger  et al. 1989, p. A18.

Effective Porosity
(constant)

- Unqualified and
unconfirmed
(TBV) (for unit 6,5
and 3 only)

Unconfirmed,
unqualified and
uncontrolled
(TBV) for
Bedinger et al.
1989 p. A18

Unconfirmed,
unqualified and
uncontrolled
(TBV) DOE 1997
for Units 4 and 2.

Unconfirmed,
unqualified and
uncontrolled
(TBV) for Burbey
and Wheatcraft
1986.

Unit 18-
16,
6-1

Unit 18:  Bedinger et al. 1989, Table 1,
p. A18 (fine grain valley fill)
Unit 17:  Bedinger et al. 1989, Table 1,
p. A18, (relatively dense carbonate
rock)
Unit 16: Bedinger et al. 1989, Table 1,
p. A18 (Lava flows, average of mean
fract. and dense)
Unit 6,5 and 3:  DTN:
SNT05082597001.003
Unit 4 and 2:  DOE 1997 report, Table
8-1, p. 8-5
Unit 1: Bedinger et al. 1989, Table 1,
p. A18 (mean from felsic intrusive
rocks, deep)
Total Porosity: Burbey and Wheatcraft
1986, p. 26 and DOE 1997, Table 8-1
and 8-2
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Parameter

Parameter
(GOLDSIM) Input

Name Input Status Unit Source/Data Tacking Number (DTN)

Matrix Porosity
Volcanic Units
(constant) (Matrix
diffusion model
approach)

- Unqualified, and
unconfirmed
(TBV) for
SNT05082597001
.003, (Units 12, 11
and 9.)

Units 15-13, 10, 9
and 8 Technical
Product Output

Unit 15-
8

Unit 15-13, 10, 8:  MDL-NBS-GS-
000004 REV 00, CRWMS M&O 1999b
Unit 12, 11:  DTN:
SNT05082597001.003
Unit 9:  DTN:  SNT05082597001.003
and MDL-NBS-GS-000004, CRWMS
M&O 1999b

ISM 3.0 values applied within model
domain in AMR CRWMS M&O 2000f

Flowing Interval
Spacing
(stochastic)

FISVO Technical Product
Output

Units
15-8
Volcanic
Unit

DTN:  SN9907T0571599.001

Bulk Density
(constant)

- Unqualified, and
unconfirmed
(TBV) for units 6-
2, 17, 12 11

Qualified,
unconfirmed Units
19, 18, and 7

Units 15-13 and
10-8 technical
product output

Unit 19-
1

Unit 19, 18, 7:  DTN:
LA 0002JC831341.001
Units 17, 12, 11, 6-2:  DTN:
SNT05082597001.003
Unit 15-13: MDL-NBS-GS-000004,
CRWMS M&O 1999b, a, p. 66
Unit 10, 8:  MDL-NBS-GS-000004,
CRWMS M&O 1999b, a, p. 66 as used
for unit 14.
Unit 9:  Average of Unit 11-13 and 15,
MDL-NBS-GS-000004, CRWMS M&O
1999b, a, p. 66 and
SNT05082597001.003.

ISM 3.0 values applied within model
domain in CRWMS M&0 2000f

Sorption
Coefficient (Kd)
(stochastic)Np

KDNPVO
Technical Product
Output

Unit 15-
8
Volcanic
Units

DTN:  LA0003AM831341.001

Sorption
Coefficient (Kd)
(stochastic)Np

KDNPAL Technical Product
Output

Alluvium
Units
19,7

DTN: LA0003AM831341.001

Sorption
Coefficient (Kd)
(stochastic) I

KDIAL Technical Product
Output

Alluvium
Units
19,7

DTN: LA0003AM831341.001

Sorption
Coefficient (Kd)
(stochastic) U

KDUVO Technical Product
Output

Unit 15-
8
Volcanic
Units

DTN:  LA0003AM831341.001

Sorption
Coefficient (Kd)
(stochastic) U

KDUAL Technical Product
Output

Alluvium
Units
19,7

DTN:  LA0003AM831341.001

Sorption
Coefficient (Kd)
(stochastic) Tc

KDTCAL Technical Product
Output

Alluvium
Units
19,7

DTN: LA0003AM831341.001

Actinide
matrix/alluvium
Kds for the Kc
model

KDRN10 Technical Product
Output

All units DTN:  LA0003AM831341.001

Table 1.  Parameters and Inputs (Continued)
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Parameter

Parameter
(GOLDSIM) Input

Name Input Status Unit Source/Data Tacking Number (DTN)
Fission Products
matrix/alluvium
Kds for the Kc
model

KDRN9 Technical Product
Output

All units DTN:  LA0003AM831341.001

Longitudinal
Dispersivity

LDISP Q Units
19-1

DTN: MO0003SZFWTEEP.000 Expert
Elicitation. Horizontal transverse
dispersivity correlated with longitudinal
dispersivity.

Horizontal
Anisotropy
(stochastic)

HAVO Unconfirmed,
unqualified and
uncontrolled
(TBV)

Unit 15-
8
Volcanic
Units

Winterle and La Femina 1999

Colloid
Retardation Factor
Volcanic Units

CORVO Q Unconfirmed Unit 15-
8
Volcanic
Units

DTN:  LA0002PR831231.003
This parameter is perfectly correlated
with CORAL  (Correlation of 1)

Colloid
Retardation Factor
Alluvium Units

CORAL Technical Product
Output

Alluvium
Units
19,7

 DTN: LA0004AW12213S.001

Kc Am Parameter
for reversible
colloids All units

Kc_pu_gw_colloid Technical Product
Output

All units DTN:  MO0003SPAHLO12.004 and
MO0004SPAKDS42.005

NOTE:  a. Figure 24b and Equation 2.

Table 1.  Parameters and Inputs (Continued)
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Table 2. Hydrogeologic Unit Definition

Hydrogeologic Unit
Hydrogeologic

Unit Identification
Number

Valley fill 19

Valley fill confining unit 18

Cenozoic limestones 17

Lava Flows 16

Upper Volcanic Aquifer 15

Upper Volcanic Confining Unit 14

Lower Volcanic Aquifer Prow Pass 13

Lower Volcanic Aquifer Bullfrog 12

Lower Volcanic Aquifer Tram 11

Lower Volcanic Confining Unit 10

Older Volcanic Aquifer 9

Older Volcanic Confining Unit 8

Undifferentiated Valley Fill 7

Upper Carbonate Aquifer 6

Lower Carbonate Aquifer Thrust 5

Upper Clastic Confining Unit 4

Lower Carbonate Aquifer 3

Lower Clastic Confining Unit 2

Granites 1

NOTE:  Hydrogeologic Units defined as CRWMS M&O 2000d

4.2 CRITERIA
This AMR complies with the Department of Energy (DOE) interim guidance (Dyer 1999).
Subparts of the interim guidance that apply to this analysis or modeling activity are those
pertaining to the characterization of the Yucca Mountain site (Subpart B, Section 15), the
compilation of information regarding hydrology of the site in support of the License Application
(Subpart B, Section 21(c)(1)(ii)), and the definition of hydrologic parameters and conceptual
models used in performance assessment (Subpart E, Section 114(a)).  A discussion of the
Nuclear Regulatory Commission (NRC) Issue Resolution Status Report (IRSR) Criteria as it
pertains to the SZ is discussed in the SZ Process Model Report (PMR).

4.3 CODES AND STANDARDS

This section is not applicable to this analysis.  At this time, there are no known standards or
codes for this type of analysis.



Uncertainty Distribution for Stochastic Parameters

ANL-NBS-MD-000011 REV 00 April 200016

5. ASSUMPTIONS

In general, parameters to which the model results are sensitive, due to the combination of the
numerical importance of the parameter in the model and the uncertainty in the parameter value,
are represented stochastically.  Conversely, it is assumed that parameters to which the model
results are not sensitive, are sufficiently represented by constant values.  This is a reasonable
simplifying assumption because the results are not significantly altered by constant parameters
due to the fact that they are certain, of little numerical importance in the model or used as
placeholders in the parameter input file (i.e., parameter values that are not utilized in the
simulations).  The assumptions for each parameter and the justification for those assumptions are
listed below.  Each of the assumption sub-sections corresponds to the same section in Section
6.0.

5.1 GROUNDWATER SPECIFIC DISCHARGE (STOCHASTIC)

See Section 6.1 for the corresponding analysis section of groundwater specific discharge.

1.  It is assumed that the uncertainty in groundwater flow velocities in the saturated zone
is adequately represented by uniformly scaling the groundwater flux in the SZ site-
scale flow model.  This assumption is supported by the results of the SZ expert
elicitation (CRWMS M&O 1998), in which the uncertainty distribution of specific
discharge in the volcanic aquifer near Yucca Mountain is quantified.  Uniform scaling
of the groundwater flux in the SZ site-scale model domain causes a proportional
change in the modeled specific discharge along the flowpath from the repository to
the biosphere discharge location.

5.2 UNCERTAINTY OF ALLUVIUM BOUNDARY (STOCHASTIC)

See Section 6.2 for the corresponding analysis section of alluvium boundary.

1.  The assumption is made that the Hydrologic Framework Model is the basis for
determining the uncertainty in the location of the alluvium at the watertable along
the modeled flowpath (CRWMS M&O 2000d).  To maintain consistency with the
Hydrologic Framework Model, the area representing the uncertainty zone is bounded
on the south by boreholes indicating alluvium at the water table and on the north by
boreholes with volcanic units at the water table.  Where volcanic units outcrop at the
land surface (as occurs west of the alluvium uncertainty zone), younger alluvium
cannot be present at or below the water table.

2.  The uncertainty in the location of the contact between volcanic units and alluvium at
the water table is uniformly distributed between the bounds placed on the possible
location of the boundaries.  Given the lack of drilling data on the contact location
within the bounds placed on that location, the most appropriate description of
uncertainty is the uniform distribution.
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5.3 EFFECTIVE POROSITY OF ALLUVIUM (STOCHASTIC ) AND TOTAL
POROSITY EQUIVALENT

See Section 6.3 for the corresponding analysis section of effective porosity of alluvium and total
porosity equivalent.

1.  The uncertainty in effective porosity of alluvium can be represented with a truncated
normal distribution (the sampled values will be within the physical limits of porosity).
This assumption is supported by the Bedinger et al. (1989) report on page A16,
generalization 2.  The assumption is also supported by the SZ expert elicitation
project (CRWMS M&O 1998). The experts provided effective porosity parameters
assuming a normal distribution.  Also, Davis (1969) reports that, in general, porosity
of a geologic medium has a normal distribution (pp. 76 and 77).

2.  Bedinger et al. (1989, p. A10) values of porosity are relevant to SZ model for valley
fill (unit 19) and undifferentiated alluvium (unit 7).  The SZ model domain lies within
the Basin and Range physiographic province of the Southwestern United States.  The
materials of unit 19 are comprised of alluvial fan, alluvium, fanglomerate, lacustrine,
eolian, and mudflow deposits (CRWMS M&O 2000d).  Therefore, the stochastic
values taken from Bedinger et al. (1989, Table 1) are relevant.  This is also true for
the material of unit 7.  CRWMS M&O (2000d, Table 1) describes unit 7’s
undifferentiated valley fill as having an indurated lithology.  However, that only
applies to areas of unit 7 which are not likely to be in the path of radionuclide
transport.  The area of unit 7 that might be in such a path is the southern portion,
which consists of unconsolidated sediments basically similar to those of unit 19
(CRWMS M&O 2000e).

5.4 EFFECTIVE POROSITY FOR ALL NON-VOLCANIC UNITS WHICH ARE
ASSIGNED A CONSTANT VALUE OF EFFECTIVE POROSITY

See Section 6.4 for the corresponding analysis section of effective porosity for all non-volcanic
units which are assigned a constant value of effective porosity.

1.  Effective porosities are specified constants for the units that will not be in the
transport pathway.  This simplifying assumption is supported based on the
knowledge that the simulated radionuclide transport pathway will not include any of
these units and the understanding that it will not impact the simulated flow and
transport (CRWMS M&O 2000e).  The transport model requires values of effective
porosity, φe, for all units, whether or not the parameter is used.  In effect, these
values are simply placeholders, to allow the model to run.

2.  Given a referenced effective porosity value for one unit, other units of the same basic
rock type can be assigned the same value.  The same reasoning that supports the
above assumption applies here as well.
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5.5 MATRIX POROSITY (CONSTANT)

See Section 6.5 for the corresponding analysis section of matrix porosity.

1.  Matrix porosities are constant within hydrogeological units.  Matrix porosity is only
one of several parameters involved in the dual-porosity simulations employed for
these units.  In this formulation, advection does not occur in the matrix.  As a result,
the dual porosity transport simulations are far more sensitive to other parameters,
including “flowing interval spacing” and “effective diffusion coefficient” than they
are to matrix porosity, φm.  As noted previously the sensitive parameters are treated
stochastically.

2.  Given a referenced matrix porosity value for one unit or group of units, other units of
the same basic rock type can be assigned the same value (or average value).  This
assumption is supported based on the understanding that radionuclide transport will
not occur in the units with borrowed  porosity values (CRWMS M&O 2000e).  The
transport model requires values of porosity, φ, for all units, whether or not the
parameter is used.  In effect, these values are placeholders, that allow the model to
run.  By assigning values from similar rocks nearby (i.e. borrowing), the placeholder
values are as representative as possible.

5.6 FLOWING INTERVAL SPACING (STOCHASTIC)

See Section 6.6 for the corresponding analysis section of flowing interval spacing.  The
assumptions stated below are from CRWMS M&O 1999c, and are presented here for
information purposes.

1.  Boreholes were assumed to be vertical.  This assumption was necessary to apply the
correction that was used to ensure that the distance measured between flowing
intervals was normal to the borehole.  That is, this assumption is implicit in the
equation used to make the correction by Terzaghi (1966).  All of the boreholes used in
the analysis were drilled vertically and deviate from vertical within normal drilling
practice.

2.  Not all fractured zones in the SZ transmit water.  It has been well documented in
borehole flow meter survey reports (Erickson, and Waddell 1985, p. 1; Rush et al.
1983, p. 12; Craig and Robison 1984, p. 6; and Thordarson et al. 1984, p. 13) that only
some of the fractures within the saturated zone contribute to the flow.

3.  There is no correlation between flowing intervals and hydrogeological units.  This was
assumed primarily because of the lack of enough correlative data points for each
hydrogeologic unit.  There were only 32 data-points for flowing interval spacing
within five hydrogeologic units and some of these spanned adjoining hydrogeologic
units.  This assumption is justified by the analyses presented in Section 6.0 of
CRWMS M&O 1999c.
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4.  There is no correlation between the flowing interval spacing and the dip angle of
fractures.  This lack of correlation was assumed because the dip data were not
associated with a particular flowing interval, therefore it was not possible to examine
the correlation between the flowing interval spacing and the dip angles.  If the
assumption was made that there was a correlation between the dip angle and the
flowing interval spacing, the most likely correlation would be between the steeply
dipping features and the flowing intervals.  This assumption would lead to a smaller
flowing interval spacing (Terzaghi 1966), which would result in greater matrix
diffusion.

5.7      FLOWING INTERVAL POROSITY (STOCHASTIC)

See Section 6.7  for the corresponding analysis section of flowing interval porosity.  There are no
direct measurements of the flowing interval porosity, however it is possible to estimate and
bound the uncertainty in the model parameter value based on existing data using different models
and data interpretations.  The following assumptions are made in the models and data
interpretations used to bound the uncertainty in the flowing interval porosity.

Theoretical estimates (models) of the interconnected pore volume of the fractures are based on
the following assumptions about the nature of the fractured system:

1.  The fracture system can be represented as a series of parallel plates or intersecting
parallel plates with characteristics equivalent to the mean fracture aperture, dip and
frequency observed in core samples.

2.  Cores provide representative samples of the fracture system.

3.  Fractures associated with the flowing intervals are sampled and measured.

These assumptions are inherent to the models that were applied.  The uncertainty in the
parameter value is bounded using these models.  These assumptions do not bias the model
results, they merely provide a mechanism for estimating the pore volume based on fracture data.
The parallel plate model of fracture porosity provides estimates of the lower bound on the
flowing interval porosity.

The upper bound on the uncertainty in the flowing interval porosity is based on interpretations of
pumping test and tracer data.  Flowing interval porosity estimates from pumping test and tracer
data are based on the following assumptions about the nature of water flow and solute transport:

1. Specific yield represents the effective porosity.
2.   No flow occurred in the matrix porosity (i.e., it is not part of the effective porosity).
3.   Flowing interval thickness is known or conservatively estimated.
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5.8      DIFFUSION COEFFICIENTS (STOCHASTIC)

See Section 6.8 for the corresponding analysis section of diffusion coefficients.

1.  Uncertainty in geochemical conditions leads to uncertainty in aqueous speciation and
charge of the contaminants.  It is assumed that the size and charge of the ions
considered here could fall within relatively wide ranges.  Even with the wide ranges,
which inflate their contributions, these characteristics have a small effect on diffusion
when compared with the effect of tortuosity.  Therefore, the assumption of wide
ranges was appropriate.

2.  Laboratory scale diffusion experiments are assumed to provide values of tortuosity
representative of field scale diffusion and bound the range of tortuosity values due to
matrix heterogeneity.  This assumption is necessary given the long times that would
be required to evaluate the process over a larger scale.  The results of the experiments
are used to bound the uncertainty in the diffusion coefficient.  Actual tortuosity could
be greater that the bounds from the laboratory experiments and the diffusion
coefficient bounds developed are arbitrarily widened to account for this possibility.

5.9 BULK DENSITY (CONSTANT)

See Section 6.9 for the corresponding analysis section of bulk density.

1.  Bulk densities are constant for the geologic units of concern.  Bulk density, ρb, is only
one of several parameters involved in the dual-porosity simulations employed for these
units.  The dual porosity transport simulations are far more sensitive to two
parameters, flowing interval spacing and effective diffusion coefficient, than they are
to bulk density.  Those two parameters are treated stochastically.

2.  Given a referenced bulk density value for one unit or group of units, other units of the
same basic rock type can be assigned the same value (or average value).  This
assumption is supported based on the understanding that radionuclide transport will
not occur in the units which adopt the ρb values from other units (CRWMS M&O
2000e).  The transport model requires values of ρb for all units, whether such a
parameter is used or not.  In effect, these values are simply placeholders, to allow the
model to run.  By assigning values from similar rocks nearby, the placeholder values
are made as representative as possible.

3.  The bulk density values used in the alluvium are assumed to be applicable to the SZ
site-scale  model.  These values were determined in the laboratory from Yucca
Mountain field samples (CRWMS M&O 2000a, p. 78).  This assumption is consistent
with the laboratory derived Kd values in the alluvium.  These Kd values were
calculated using the same bulk density values (CRWMS M&O, 2000a).

4.  It was assumed that effective porosity values could be used for total porosity in
Equation 16. This equation was used to calculate bulk density in the Lava Flow and
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Granite units (units 1 and 16).  This assumption is reasonable given that these units are
not in the flow path (CRWMS M&O 2000e).

5.10 SORPTION COEFFICIENTS (STOCHASTIC)

See Section 6.10 for the corresponding analysis section of sorption coefficients.  The
assumptions below are taken from CRWMS M&O 2000a, and are presented here for information
purposes.

1.  The sorption model used in the AMR mentioned above assumes a linear relationship
between the aqueous phase and sorbed phase.  The actual mechanism involved in
sorption is a function of the mineralogy and geochemistry, both of which are highly
uncertain and vary spatially.  The assumption of linearity results in the simplest
model that still explains sorption behavior.  Additionally, the sorption model assumes
instantaneous equilibrium between the aqueous phase and the immobile solid phase.
This assumption is justified because the sorption and de-sorption rates are much
shorter than the time of interest in SZ transport.

2.  It was assumed that sorption coefficients, Kd, can be grouped in terms three rock types
and a grouping for iron oxides to represent the waste container. This assumption
results in four sorption-coefficient distributions per radionuclide: iron oxides, vitric
tuff, devitrified tuff, and zeolitic tuff (Wilson et al. 1994, p. 9-11).  The Kd values
chosen for the SZ TSPA SR analysis corresponds to the rock type with the most
conservative Kd (lowest value Kd).

3.  The waters from Wells J-13 and UE-25p#1 bound the chemistry of the groundwaters
at Yucca Mountain.  (CRWMS M&O 2000a, p. 31).  The concentration of the major
anions and cations in unsaturated-zone groundwaters at Yucca Mountains appears to
be between the saturated-zone tuffaceous waters (such as Well J-13) and water from
Paleozoic carbonate aquifer (such as Well UE-25 p#1) (CRWMS M&O 2000a , p.
31).

5.11 LONGITUDINAL DISPERSIVITY (STOCHASTIC)

See Section 6.11 for the corresponding analysis section of longitudinal dispersivity.

1.  It was assumed that the distributions from the SZ expert elicitation for longitudinal
dispersivity at 30 km would be applicable for the 20 km boundary used for SZ TSPA-
SR (CRWMS M&O 1998).  Within the SZ expert elicitation, Gelhar (CRWMS M&O
1998) provides two log-normal dispersivity distributions; one for a 5 km scale and the
second for a 30 km scale, based in part on his knowledge of relevant sites.  It is well-
known that apparent dispersivity increases as a function of scale.  For 5 km, the range
is given as 5 m to 500 m.  For 30 km, the range is larger, from 3.2 m to 3200 m.  This
range encompasses the range for the smaller scale.  The 30 km range for dispersivity
will also address the uncertainty for a 20 km scale.  Given the lack of site-specific
information, uncertainty for this parameter is high.  There would be no justification
for narrowing the expert-given range for 30 km to somehow capture uncertainty
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'more accurately' for a 20 km scale.  Therefore, the range given for the 30 km scale,
(3.2 m to 3200 m) within a log-normal distribution, is considered appropriate to use in
this analysis.

2.  The SZ expert elicitation did not distinguish between dispersivities in the volcanic and
the alluvial units (CRWMS M&O 1998).  Gelhar (1993, p. 203) states that there does
not seem to indicate a distinct difference between the dispersion characteristics of
porous and fractured media.

3.  Results of the SZ expert elicitation also suggest that one should assume a correlation
between longitudinal and transverse dispersivity as described in the SZ expert
elicitation (CRWMS M&O 1998, p. 3-21).  Dr. Lynn Gelhar relates transverse
horizontal dispersivity and transverse vertical dispersivity to longitudinal dispersivity
as described in (CRWMS M&O 1998, p. 3-21) and further explained in Section 6.11.

5.12 HORIZONTAL ANISOTROPY (STOCHASTIC)

See Section 6.12 for the corresponding analysis section of horizontal anisotropy.

1.  It is assumed that the potential anisotropy of permeability in the horizontal direction is
adequately represented by a permeability tensor that is oriented in the north-south and
east-west directions.  The numerical grid in the SZ site-scale flow and transport
model is aligned in the north-south and east-west directions and values of
permeability may only be specified in directions parallel to the grid.  Analysis of the
probable direction of horizontal anisotropy shows that the direction of maximum
transmissivity is N 33o E (Winterle and La Femina 1999, p. iii), indicating that the
anisotropy applied on the SZ site-scale model grid is within approximately 30o of the
inferred anisotropy.

2.  The assumption is made that the horizontal anisotropy in permeability applies to the
fractured and faulted volcanic units of the SZ system along the groundwater flowpath
from the repository to the south and east of Yucca Mountain.  The inferred flowpath
from beneath the repository extends to the south and east.  This is the area in which
potential anisotropy could have significant impact on radionuclide transport in the SZ
and is the area in which pumping tests were conducted.  Given the conceptual basis
for the anisotropy model, it is appropriate to only apply anisotropy to those
hydrogeologic units that are dominated by groundwater flow in fractures.

3.  It is assumed that potential anisotropy in permeability represents an alternative
conceptual model of groundwater flow at the Yucca Mountain site.  Sufficient
uncertainty in the analysis of horizontal anisotropy exists to warrant consideration of
two possible conceptual models; one with anisotropy and one without anisotropy (i.e.,
isotropic permeability).  Given the lack of information on the relative validity of these
alternative conceptual models, they are assigned equal probability for the purposes of
TSPA calculations.
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5.13 RETARDATION OF RADIONUCLIDES IRREVERSIBLY SORBED ON
COLLOIDS (STOCHASTIC)

See Section 6.13 for the corresponding analysis section of retardation of radionuclides
irreversibly sorbed on colloids.

1.  Radionuclides that are irreversibly sorbed onto colloids (here called irreversible
colloids for brevity) are assumed to be embedded in the colloids and are part of the
colloidal structure.  Thus, these radionuclides are unavailable for dissolution and
their transport characteristics are assumed to be the same as the transport
characteristics of the colloids.  This situation can occur if, for instance, these colloids
form during wasteform degradation and are essentially altered pieces of the
wasteform.  The most significant radionuclides assumed to be transported by this
mechanism are americium and plutonium (this assumption is consistent with
CRWMS M&O 2000c).  Supporting this assumption is the discovery of plutonium
associated with colloids on the Nevada Test Site (Kersting et al. 1999, pp. 56-59).

2.  Matrix exclusion in the volcanic units is assumed because of the large size and small
diffusivities of the colloids compared to the solute, plus the possibility of similar
electrostatic charge of the colloids and the tuff matrix.  Matrix exclusion is
implemented by reducing the values of the effective diffusion coefficients for solutes
(see Section 6.8 for a discussion of the solute diffusion coefficient) by ten orders of
magnitude, thus preventing most (if not all) matrix diffusion.

5.14 REVERSIBLE COLLOIDS: KC PARAMETER (STOCHASTIC)

See Section 6.14 for the corresponding analysis section of reversible colloid, Kc parameter.
Several assumptions have been made to simplify the large number of possible cases
(combinations of different Kcs and Kds) that can occur when the different radionuclides are
combined with the different colloid types.

1.  It was assumed that the colloids with the highest affinity for radionuclide sorption,
wasteform colloids (CRWMS M&O 2000c), are representative of all the colloids in
the groundwater.  This assumption is justified because transport travel times for
radionuclides are shorter than if colloid types with lower sorption affinities are added
to the mix.  The reason is that the higher affinities lead to more radionuclides
spending more time on colloids and thus are more mobile.  Therefore, this assumption
is conservative with respect to radionuclide travel time.

2.  It was assumed that the radionuclide with the highest Kd value for sorption onto
colloids, americium (CRWMS M&O 2000c), was representative of all the
radionuclides that were considered to be transported by this mechanism.  This
assumption is justified because shorter transport travel times will occur compared to a
more realistic representation that involves the sorption coefficients of all the
radionuclides transported by this mechanism.  Therefore, this assumption is
conservative with respect to radionuclide travel time.
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3.  It was assumed that the maximum colloid concentration, as given in (CRWMS M&O
2000c) is sufficient in determining the Kc parameter for TSPA-SR.  The greater the
colloid concentration, the higher the Kc value, the greater the affinity for colloids, and
thus the more mobile the radionuclides, according to this model.  This assumption
leads to transport travel times for radionuclides that are shorter than would occur if
lower colloid concentrations were used in the calculation.  Therefore, this assumption
is conservative with respect to radionuclide travel time.

4.  It was assumed that the Kd values in the volcanic matrix and the alluvium for all the
actinides considered to transport by this mechanism would be described by a uniform
distribution with a minimum of 0 and a maximum of 100.  It is further assumed that
the two fission products, cesium and strontium, have matrix Kd values that are
described by a uniform distribution with a minimum of 0 and a maximum of 50
(CRWMS M&O 2000a).  The values in these distributions are equal to or less than
the sorption values given in Section 6.10 for solutes, and thus should lead to faster
travel times for the radionuclides transported by the reversible colloid mechanism.
The same distributions are assumed to apply to the alluvium, for lack of knowledge
about the actual Kd values for the alluvium for these radionuclides.  It is possible,
however, that the values for the alluvium could be similar or possibly greater than
those for the vitric tuffs.

5.  It was assumed that physical and chemical filtration have no retardation effect on
transport by the reversible colloids.  Thus there is no additional retardation added to
the Kc model.  This assumption should lead to faster travel times for the radionuclides
than if a retardation were added to the Kc model.  Note that if a reversible colloid
were physically or chemically filtered, the radionuclide could desorb and thus be
available for further transport, and therefore this assumption is conservatively
reasonable.

5.15 SOURCE REGION DEFINITION (STOCHASTIC)

See Section 6.15 for the corresponding analysis section of source region definition.

1.  The assumption is made that four source regions for radionuclide transport in the SZ
are sufficient to represent the variability in transport pathways and characteristics of
the SZ system.  Within the largest of the four source regions defined for the TSPA
calculations, the northing location of the source can vary by approximately 1500 m
from realization to realization.  This variability represents less than 10% of the 20 km
travel distance to the hypothetical interface with the biosphere.
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6. ANALYSIS

6.1 GROUNDWATER SPECIFIC DISCHARGE (STOCHASTIC)

Considerable uncertainty exists in the groundwater flux in the saturated zone along the flowpath
to the hypothetical point of release to the biosphere.  This uncertainty was quantified as a
distribution of specific discharge in the volcanic aquifer near Yucca Mountain by the SZ expert
elicitation project (CRWMS M&O 1998).  The results of the SZ expert elicitation are used as a
quantitative basis for assigning probabilities to three discrete cases of groundwater flux in the
saturated zone (low, mean, and high flux).

 To approximate the empirical cumulative distribution function (CDF) of uncertainty in specific
discharge from the SZ expert elicitation the probabilities for the three discrete cases are assigned
such that the first and second statistical moments of the discrete cases match the moments of the
CDF.  The first and second moments are defined as:
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where m1 is the first moment, m2 is the second moment, x is the variable of interest (log10

transformed specific discharge in this case) [L/T], and f(x) is the probability density function of
x.  The CDF from the SZ expert elicitation (CRWMS M&O 1998) is shown in Figure 1.
Analysis of the CDF using Equations 1 and 2 result in a value of m1 = -0.306 (log10 transformed
m/year) and m2 = 0.478 (log10 transformed m/year).

For the uncertainty distribution of the discrete cases the first and second statistical moments are
calculated using:
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where p1 is the probability of case 1, p2 is the probability of case 2, p3 is the probability of case 3,
x1 is the log10 transformed specific discharge for case 1, x2 is the log10 transformed specific
discharge for case 2, and x3 is the log10 transformed specific discharge for case 3.  In addition,
the probabilities for the three cases must sum to 1.0.  Using this relationship and Equations 3 and
4, the probabilities of the discrete cases can be calculated for given values of specific discharge
for the cases.  For cases in which the mean value of flux is divided and multiplied by 10 to obtain
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the low and high cases, the probability of the low-flux case is 0.24, the probability of the mean-
flux case is 0.52, and the probability of the high-flux case is 0.24.  These results are illustrated
graphically and compared to the SZ expert elicitation CDF in Figure 1.

DTN:

DTN: MO0003SZFWTEEP.000

Figure 1.  Cumulative Distribution Function of Uncertainty in Specific Discharge in the Saturated
Zone and Probabilities of Discrete Flux Cases Used in TSPA Calculations.

For TSPA calculations the uncertainty in groundwater flux is incorporated into the analyses by
considering three discrete cases of low, mean, and high flux.  The calibrated SZ site-scale flow
model corresponds to the mean flux case.  The low flux case is constructed by scaling the values
of permeability and the boundary fluxes in the SZ site-scale flow model by a constant factor of
10.  The high flux case is constructed in a similar manner by scaling the values of permeability
and boundary fluxes upward by a factor of 10.  Proportional scaling of permeability values and
boundary fluxes in the SZ site-scale flow model preserves the calibration of the model to head
measurements in wells among the three flux cases.

The stochastic parameter GWSPD is used to determine which groundwater flux case applies to
each realization.  The GWSPD parameter is uniformly distributed from 0.0 to 1.0.  Those
realizations with a value of 0.0 to 0.24 are assigned to the low flux case, those realizations with
values of 0.24 to 0.76 are assigned to the mean flux case, and those with values of 0.76 to 1.0 are
assigned to the high flux case.
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6.2 UNCERTAINTY OF ALLUVIUM BOUNDARY (STOCHASTIC)

Significant uncertainty in the geology below the water table exists along the inferred flowpath
from the potential repository at distances of approximately 10 km to 20 km down gradient of the
repository.  The location at which groundwater flow moves from fractured volcanic rocks to
alluvium is of particular significance from the perspective of repository performance assessment.
This is because of contrasts between the fractured volcanic units and the alluvium in terms of
groundwater flow (fracture dominated flow vs. porous medium flow) and in terms of sorptive
properties of the media for some radionuclides.

The uncertainty in the northerly extent of the alluvium in the SZ of the site-scale flow and
transport model is abstracted as a polygonal region that is assigned radionuclide transport
properties representative of the valley-fill aquifer hydrogeologic unit (Figure 2).  The dimensions
of the polygonal region are stochastically varied in the SZ flow and transport simulations for
TSPA calculations.  The northern boundary of the uncertainty zone is varied from the most
northerly yellow line shown in Figure 2 to the southernmost yellow line.  The western boundary
of the uncertainty zone is varied from the most westerly yellow line shown in Figure 2 to the
easternmost dashed yellow line.  The coordinates of the vertices defining the uncertainty zone
are summarized in Table 3.

Table 3.  Coordinates of the Alluvium Uncertainty Zone.

Point UTM Easting (m) UTM Northing (m)
Northwest (maximum westerly) 552791 4066370
Northwest (minimum westerly) 554152 4066320
Southwest (maximum westerly) 546653 4057620
Southwest (minimum westerly) 548588 4057090
Northeast 557577 4066320
Southeast 555550 4055400
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NOTE:  The yellow outline indicates the largest extent of the alluvial uncertainty zone. The outline of
the repository is shown with the bold blue line and the 20 km limit from the repository is shown with
the dashed red line.  The figure is superimposed on a satellite image of the region.  The red crosses
indicate drill hole locations.

Figure 2.  Alluvial Uncertainty Zone (outlined in yellow lines) in the SZ Site-Scale Model
Area.
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The lower boundary of the alluvium uncertainty zone is assigned a constant elevation value of
400 m above sea level.  This corresponds to a thickness of approximately 300 m below the water
table in this area of the SZ site-scale flow and transport model.

The boundaries of the alluvium uncertainty zone are determined for a particular realization by
the parameters FPLAW and FPLAN.  These parameters have uniform distributions from 0.0 to
1.0, where a value of 0.0 corresponds to the minimum extent of the uncertainty zone in the
westerly direction and 1.0 corresponds to the maximum extent of the uncertainty zone in the
northerly direction.

6.3 EFFECTIVE POROSITY OF ALLUVIUM (STOCHASTIC) AND TOTAL
POROSITY EQUIVALENT

Average linear ground water velocities are used in the simulation of radionuclide transport in the
SZ site-scale model.  They are customarily calculated by dividing the volumetric flux rate of
water through a model grid cell by the porosity, φ.  That value is rendered more accurate when
dead end pores are eliminated from consideration (since they do not transmit water).  The
effective porosity, φe, results from that elimination. As a result φe will always be less than or
equal to total porosity, φT.  Effective porosity is generally estimated using tracer tests.

Effective porosity is treated as a stochastic parameter for the two alluvium members (19 and 7)
of the nineteen SZ model hydrogeologic units.  Stochastic, in this sense, means that φe will be
constant spatially for each unit for any particular model realization, but that value will vary from
one realization to the next.  In comparison, constant parameters are constant spatially and also do
not change from realization to realization.  The parameter values and input source(s) are
described in Section 4 and discussed in section 6.3.1 below.  The underlying assumptions are
discussed in Section 5.3 and Section 6.3.2 contains a discussion of the analyses used to develop
the values.

The retardation coefficient, Rf, is also a function of porosity.  Reducing total porosity to φe can
inadvertently raise the magnitude of this value within the model.  The correction for this is
detailed in the analysis section (6.3.2).

6.3.1  Inputs

The following discussion covers data sources used in effective porosity inputs for the affected
units. Those units are 19; Valley Fill and 7; Undifferentiated Valley Fill.  Currently there are no
site-specific data available for φe in the alluvium units.  However, a range of data from different
sources has applicability and relevance.  Some of these sources comprise areas close to
Fortymile Wash.  The most useful data comes from a study of hydraulic characteristics of
alluvium within the Southwest’s Basin and Range Province (Bedinger et al. 1989).  This study
appears relevant to the local basin fill conditions and provides values for φe as a stochastic
parameter.  Other sources include porosity data from the Cambric study (Burbey and Wheatcraft
1986) within the Nevada Test Site (NTS) but several kilometers to the east, in Frenchman Flat.
However, this is total porosity data, and not effective porosity.  Total porosity is also featured in
Tables 8-1 and 8-2 of the DOE (1997) report, pp. 8-5 and 8-6.  Without additional information,
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such as tracer test data, it is not possible to determine φe.  One can only infer that φe should be
generally less than these values.  Therefore, in the analysis section (Section 6.3.3), these values
are included for this limited comparison only.

Finally, an expert elicitation on SZ flow and transport was performed by the Yucca Mountain
Site Characterization Project (CRWMS M&O 1998).  The experts were queried on many
parameters, including, indirectly, effective porosity of alluvium (by way of ‘average velocity’).
Not all experts responded specifically with regard to this parameter.  However, Table 3-2 of that
report contains distribution parameters for this variable given by two experts, Dr. Shlomo
Neuman and Dr. Lynn Gelhar.  These values were incorporated into the SZ abstraction
performed in TSPA-VA, but do not appear to have been based on any specific tests or site
specific information.  The current analysis uses the values tabulated in Bedinger et al. (1989).
The φe ranges proposed by Neuman and Gelhar are included in Section 6.3.2 for comparison
purposes.

6.3.2 Analysis

Development of Bedinger et al. (1989) and other distribution curves- Bedinger et al. (1989,
p. A18, Table 1) contains the following distribution parameters for coarse-grained basin fill
unconsolidated sediments as shown in Table 4:

Table 4.  Effective Porosity Parameters from Bedinger et al. (1989)

Parameter 16.5 Percentile Mean 83.5 Percentile

effective porosity 0.12 0.18 0.23

The percentiles given above do not exactly compare to the percentile for one standard deviation
(σ) above and below the mean.  Standard deviation values are necessary (in addition to the
mean) inputs to conduct stochastic sampling when the distribution is normal.  Therefore, some
straightforward calculations were required to develop the value for the standard deviation, σ.

The standard deviation, σ, can be computed by use of the standard normal variable (Guttman et
al. 1982, p. 141):

σ
µ−= x

z              (Eq.  5)

where x is the effective porosity value [-], µ [-] is the mean, and σ [-] is the standard deviation.

Engineering statistics textbooks contain tables of the percentiles ( )z(Φ ) as a function of z.

Given these tables and the mean and x, one can simply calculate σ.  For example, using such a
table (Guttman et al. 1982, Appendix VII, Table II), the value of z associated with the 83.5
percentile is approximately 0.975.  Then, by Equation 5, σ is equal to approximately 0.05 (see
spreadsheet geo-names.xls for this calculation).
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Comparison to other distributions and ranges –  Figure 3 compares the distribution of
Bedinger et al. (1989) to distributions, ranges, and values from the other sources that were
considered.  The Bedinger distribution is depicted by the bold-line bell curve set approximately
midway between two alternate Gaussian curves, those of Neuman (on the left) and Gelhar (on
the right) (CRWMS M&O 1998).

The plot was generated in Microsoft Excel, see spreadsheet geo-names.xls for the calculations.
The actual bell curves were generated in the following manner:  First, the mean and standard
deviation were acquired.  Second, a range of effective porosity values were created in a data
column.  The values ranged in increasing magnitude from 0.0001 to 0.5.  Next, a Microsoft
Excel function was invoked for another column.  The function is called NORMDIST, and
calculates the probability density function (pdf) for any x, given the mean and the standard
deviation.  This function was applied to all values of effective porosity, leading to a companion
column of ‘y’ values.  Then the chart wizard was invoked to plot y (pdf) versus x
(effective porosity).

DTN:  MO0003SZFWTEEP.000 (Gelhar and Neuman, CRWMS M&O 1998)

NOTE:  The single value data points do not have a y scale value, but do correspond to the x-axis.  These
points are shown for comparison purposes only.

Figure 3.  Effective Porosity Distributions Compared

The distributions from Neuman and Gelhar are also plotted on this figure, using the same
approach.  Gelhar provided a mean value for effective porosity of 0.25 and a standard deviation
of 0.075.  Neuman, however provided the values in Table 5:
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Table 5.  Effective Porosity Parameters from Neuman (CRWMS M&O 1998, p. 3-20)

Parameter 10.0 Percentile Mean 90.0 Percentile

effective porosity 0.06 0.12 0.18

These values were analyzed using Equation 5 (Guttman et al. 1982, Appendix VII, Table II), in
the same manner as the Bedinger parameters, to develop a final value for the standard deviation
equal to 0.0468.

A range of porosity values is provided from the Cambric study (Burbey and Wheatcraft 1986,
Table 1, p. 23 and Table 3, p. 26).  However, that report does not clarify if the values are for
effective porosity or porosity.  Effective porosity may be implied, by its’ use in the study, but the
measurements were apparently of total porosity.  The values vary from 0.3 to 0.4, depending
upon the measurement technique.  The average porosity from Table 3 of that study is equal to
approximately 0.34, and the so-called ‘recommended’ porosities range from 0.32 to 0.36.  The
remaining point values come from various tables of the DOE (1997) report, as summarized
below:

Table 6.  Porosity Parameters from DOE Report (DOE 1997, pp. 8-5 and 8-6)

DOE 1997 Table Description Value (rounded to 2nd dec.)
8-1 Mean matrix porosity 0.25

8-1 Mean bulk porosity 0.36

8-2 total porosity 0.35

As Figure 3 shows, the Bedinger (1989) distribution falls squarely between the two expert
elicitation distributions.  This is an encouraging result that supports the use of the Bedinger 1989
distribution.  Here, a distribution based on actual data falls midway between the opinions of two
experts on what form this distribution might take.  Furthermore, as discussed earlier, the
effective porosity should be less than the total porosity.  All of the total porosities for alluvium
found relevant to this site have been posted on this figure, and they all represent values that are
greater than the mean of 0.18 from Bedinger et al. (1989).  The values from the Cambric site
report fall in the same general narrow range as the other ‘total’ porosities.

Correction of Retardation - The retardation factor for linear sorption of radionuclides is
defined as follows (Freeze and Cherry 1979, p. 404):

d
b

f KR ⋅+=
φ
ρ

1              (Eq.  6)

where: Rf  is the retardation factor [-], ρb is the bulk density [M/L3], φ is the porosity (total) [-],
and Kd is the distribution coefficient [L3/M].  The computer code, FEHM (Zyvoloski et al. 1997)
to be used in the SZ site-scale flow and transport model automatically calculates Rf based on
input values of ρb, φ, and Kd.  For the hydrogeologic units of concern, the input value of φ is
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actually φe.  Effective porosity is a macroscopic parameter that helps account for discrete flow
paths and channelized flow.  It was not intended to be used to estimate surface areas in this
adsorption equation.  Therefore, it is necessary to adjust another parameter in the equation to
compensate for the lower effective porosity that is entered.  If this were not done, then the
calculated values of Rf would be non-conservative.  For this series of runs, the Kd values will be
adjusted according to the following relationship:

T

eorig
d

new
d KK

φ
φ

⋅=              (Eq.  7)

where: Kd
new is the adjusted distribution coefficient [L3/M], Kd

orig is the original distribution
coefficient [L3/M], and φT is the total porosity.

The values of total porosity obtained from this study, and a calculated average are presented in
Table 7.  These values include the range from the Cambric study (Burbey and Wheatcraft 1986).
The average total porosity is equal to 0.35.

Table 7.  Summary of Values of Total Porosity (φT)

Reference Total Porosity Comments
DOE 1997 Table 8-1, p. 8-5 0.36 Mean bulk porosity

DOE 1997 Table 8-2, p. 8-6 0.35 Total porosity

Burbey and Wheatcraft, 1986, pp.
23-24 0.34 Average of porosity values from

Table 3 of that study

average of above 0.35 N/A

Adjusting the distribution coefficient as shown will ensure that retardation retains the value it
would have if calculated for a total porosity input.  Changing the distribution coefficient values
in this manner does not impact any other aspects of the transport simulation.

The effective porosity parameter for unit 7 and 19 are determined for a particular realization by
the parameters NVF19 and NVF7 (these parameters are sampled independently).  A truncated
normal distribution (mean of 0.18 and SD of 0.051) is used for the uncertainty associated with
this parameter for units 7 and 19. The value 0.35 is used for the total porosity value when
adjusting distribution coefficients for the affected hydrogeologic units.

6.4 EFFECTIVE POROSITY FOR ALL NON-VOLCANIC UNITS WHICH ARE
ASSIGNED A CONSTANT VALUE OF EFFECTIVE POROSITY

Effective Porosity, φe, is defined in Section 6.3.  It is treated as a constant parameter for nine
members of the nineteen SZ model hydrogeologic units.  Constant, in this sense means that φe

will vary from one unit to another, but, given a particular unit, the porosity will stay the same for
all realizations.  The porosity will also remain spatially constant for each unit.  The parameter
values and input source(s) are described in Section 4 and discussed in Section 6.4.1.  The
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underlying assumptions are discussed in Section 5.4.  Section 6.4.2 contains a discussion of the
analyses used to develop the values.

6.4.1 Inputs

The following discussion covers data sources used in constant effective porosity inputs for the
affected units. Those units are described in Table 1 of Section 4.

Table 1 in Section 4 shows the inputs used for φe values for the deep carbonate units, 3, 5, and 6
(DTN: SNT05082597001.003). The DOE (1997) report covers the Nevada Test Site region,
which encompasses Yucca Mountain and surrounding areas.  Therefore it is relatively location-
specific.  This report was used as a source for φe for the two lower clastic confining units 2 and 4.
The Bedinger et al. (1989) report covers hydrogeologic data for the Basin and Range Province of
the Southwestern U.S.  This covers an extensive region overlapping into eight states.  Yucca
Mountain is located in this domain.  Bedinger et al. 1989 was a source for the Valley Fill
Confining unit (18), the Cenozoic Limestone (17), Lava Flows (16) and the Granites unit (1).

6.4.2 Analysis

Table 8 lists the constant values used for each unit, for the SZ site-scale model for TSPA SR.

Table 8.  Values of Effective Porosity (φe) for Several Units of the SZ Site-Scale Model

SZ Unit Name SZ Unit Number Effective Porosity (φφφφe)
Valley Fill Confining Unit 18 0.32

Cenozoic Limestone 17 0.01

Lava Flows 16 0.08

Upper Carbonate Aquifer 6 0.04

Lower Carbonate Aquifer Thrust 5 0.04

Upper Clastic Confining Unit 4 0.09

Lower Carbonate Aquifer 3 0.04

Lower Clastic Confining Unit 2 0.03

Granites 1 0.0001

The effective porosity values for units 3, 5 and 6 were determined by calculating the average of
several values (DTN: SNT05082597001.003).  That reference contained multiple values of φe for
the units of concern.  These values were obtained from various elevations from a single borehole,
UE-25p#1, that penetrated the “Lower Carbonate Aquifer”.  An average φe was calculated for
this unit, using the Microsoft Excel AVERAGE command, see (spreadsheet geo-names.xls, sheet
2).  The averaged values were entered into Table 8.  All of the carbonate units were assigned the
same value.
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6.5 MATRIX POROSITY OF VOLCANIC UNITS (CONSTANT)

Matrix porosity, φm, is treated as a constant parameter for nine members of the nineteen SZ
model hydrogeologic units.  Constant, in this sense, means that φm will vary from one unit to
another, but, given a particular unit, the porosity is constant for all realizations.  The porosity
also remains spatially constant for each unit.  The parameter values and input source(s) are
shown in Section 4, Table 1 and discussed below in Section 6.5.1.  The underlying assumptions
are discussed in Section 5.5.  Section 6.5.2 contains a discussion of the analysis used to develop
the values.

6.5.1 Inputs

The following discussion covers data sources used in constant porosity inputs for the affected
units. Those units are described in Table 1 of Section 4.  The volcanic units 11 through 15 do lie
in the expected flow paths per CRWMS M&O 2000e.  Site specific sources for those data have
been identified in CRWMS M&O 1999b.  All of the remaining units are expected to lie outside
of any expected SZ model transport paths.  However, the model requires values for φm for all
units whether they play a role or not.  Therefore values as representative as possible were used
when available.

Units 10 and 8 are both volcanic confining units.  The value of φm for these units was obtained
from the value for unit 14, which is a volcanic confining unit for which there is site-specific data.
The φm value for Unit 9 (volcanic unit) was obtained by averaging the values for the three
overlying Crater Flat group units (11-13).

Also, for the case of units 15-13, the values of φm do, in fact, vary spatially in the limited region
of the SZ model that corresponds to the Integrated Site Model (ISM) rock-properties model.  The
ISM model consists of a series of stochastic simulations in which φm varies spatially and from
realization to realization.  The “expected value” of the spatial distribution of matrix porosity was
developed from the average of these realizations (this calculation is not in this AMR, but is in
CRWMS M&O 2000f).  This distribution of matrix porosity values is used in the SZ site-scale
flow and transport model CRWMS M&O 2000f.

6.5.2 Analysis

Minimal analyses were required for this parameter group.  The matrix porosity value for unit 12
was derived from matrix porosity data from the boreholes; USW G-4, USW H-1, SD7,
UE-25a#1, UE-25b#1, and J-13 (DTN:  SNT05082597001.003).  The matrix porosity value for
unit 11  was based on values of matrix porosity from the boreholes; USW G-3, USW G-4, USW
H-1, SD7, UE-25b#1, and J-13 (DTN:  SNT05082597001.003).  Simple averages were
calculated from the collections of values for units 12 and 11, as shown in spreadsheet geo-
names.xls.  Those averages were used as the matrix porosity inputs to the SZ site-scale model for
their respective units as shown in Table 9.
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Table  9.  Values of Matrix Porosity (φm) for Several Units of the SZ Site-Scale Model

SZ Unit Name SZ Unit Number Matrix Porosity (φφφφm)
Upper Volcanic Aquifer (Topopah) 15 0.15
Upper Volcanic Confining Unit
(Calico Hills)

14 0.25

Lower Volcanic Aquifer, Prow Pass 13 0.23
Lower Volcanic Aquifer, Bullfrog 12 0.19
Lower Volcanic Aquifer, Tram 11 0.23
Lower Volcanic Confining Unit 10 0.25
Older Volcanic Aquifer 9 0.22
Older Volcanic Confining Unit 8 0.25

6.6 FLOWING INTERVAL SPACING (STOCHASTIC)

The flowing interval parameter is a key parameter in the dual porosity model that is included in
the SZ flow and transport model.  A flowing interval is defined as a fractured zone that transmits
flow in the SZ, as identified through borehole flow meter surveys (see Figure 4).  The analysis
uses the term “flowing interval spacing” as opposed to fracture spacing, which is typically used
in the literature.  The term fracture spacing was not used because the data used identified a zone
(or a flowing interval) that contains fluid-conducting fractures but does not distinguish how
many or which fractures comprise the flowing interval.  The flowing interval spacing is
measured between the midpoints of each flowing interval.

Figure 4.  Example of Flowing Interval Spacing (CRWMS M&O 1999c) for a Typical Borehole

There is considerable uncertainty regarding the flowing interval spacing parameter due to the
limited number of data points available.  The data set used for the analysis consisted of borehole
flow meter survey data.  The boreholes selected for this study had orientation data as well as
flow meter survey data.  This type of data resembles the natural system in terms of flow through
fractures in the SZ.  It is well understood from the borehole flow meter survey tests that only
some of the fractures contribute to the flow (Erickson and Waddell 1985, p. 1; Rush et al. 1983,

Typical Flowing Interval Spacing

Flowing interval
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Fractures
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p. 12; Craig and Robison 1984, p. 6; and Thordarson et al. 1984, p. 13).  UZ fracture spacing is
significantly less than flowing interval spacing, and the use of UZ fracture spacing in the SZ
would overestimate the effect of matrix diffusion.  This analysis is described in detail in the
CRWMS M&O 1999c, Probability Distributions for Flowing Interval Spacing.  The following
discussion will briefly summarize the flowing interval spacing analysis.

A cumulative distribution function (CDF) was generated from 32 flowing interval spacing data
points as well as corresponding dip data (165 data points) from borehole flow meter survey
reports (DTN: SN9907T0571599.001).  As described in CRMS M&O 1999c, 1000 values were
sampled from the CDFs, for the flowing interval spacing and dip data (CRWMS M&O 1999c).

The resulting 1000 output values for dip and flowing interval spacing were then used to correct
for flowing intervals measured normal to the borehole as described in CRWMS M&0 1999c.  A
statistical analysis of the corrected flowing interval spacing data, determined that a lognormal fit
the data best.

The flowing interval spacing parameter is determined for a particular realization by the
parameter FISVO.  The probability distribution proposed for the TSPA SR calculations, as stated
in CRWMS M&O 1999c is a normal distribution with a E[log10(Fsmc)]: 1.29 m and
S.D.[log10(Fsmc)]: 0.43.

6.7 FLOWING INTERVAL POROSITY (STOCHASTIC)

The flowing interval porosity is defined as the volume of pore space in the active flow field
relative to the total saturated volume of rock in fractured media.  There are no direct
measurements of the flowing interval porosity.  However, there are 2 general methods available
for estimating the flowing interval porosity using existing data:

1. Theoretical estimates of the interconnected pore volume of the fractures given
assumptions about the nature of the fractured system, and

2.   Model estimates of the effective pore volume based on aquifer pumping and tracer tests 
given assumptions about the nature of water and solute flow.

The assumptions for this section are discussed in Section 5.7.  To estimate the lower bound of
flowing interval porosity the parallel plate model is used.  The upper bound of uncertainty in the
flowing interval porosity is based on interpretations of pumping test and tracer data.

6.7.1 Parallel Plates

It is considered appropriate that the fracture system can be represented as a series of parallel
plates or intersecting parallel plates for theoretical estimates of φf for tuff deposits in the Yucca
Mountain region.  Since the fractures are not uniform, parallel plates, the characteristics of an
equivalent set of fractures are estimated using the mean fracture aperture, dip and frequency as
observed in core samples.
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Snow 1968 (p.80, Equation 7), provides the following relationship for the parallel plate model:

φfractures = Nb              (Eq.  8)

Where N is the number of fractures per unit distance (or unit depth)[1/L] and b [L] is the fracture
aperture.

6.7.2  Intersecting Parallel Plates

If there are 3 or more planes, the system becomes isotropic even if spacing and apertures are not
uniform (Cubic Set of Plates, Snow 1968, p. 80, Equation 11)

φfractures = 3Nb          (Eq.  9)

Anisotropic conditions with greatest permeability in plane of intersections yields permeabilities
that are twice the maximum in the plane of isotropy (fractures with equal spacing) (Snow 1969).
Since the parallel plate model results in smaller estimated porosities and the fracture models
result in lower values of porosity than the tracer and pumping tests, the parallel plate model is
used to estimate the lower bound on the uncertainty in this parameter value.

6.7.3 Estimates of φφφφfractures from Yucca Mountain Core Data

The Nevada Environmental Restoration Project (DOE 1997) evaluated the fracture spacing and
apertures in seven cores from wells at Pahute Mesa.  The volcanic rocks in these cores include
the Timber Mountain tuff, Tuff Cones, Belted Range Aquifer and undistinguished welded tuff
deposits.  The estimated open fracture porosities based on the assumption of parallel plates,
range from 6.1 × 10-6 to 4.7 × 10-4 in the welded tuffs and 2.6 × 10-6 to 4.7 × 10-4 in the tuff
cones (DOE 1997, p. 5-14).

Similarly, data compiled for TSPA-1993 indicate average fracture porosities of 8.0 × 10-5 to
1.0 × 10-3, in core from USW G-1, USW GU-3, USW G-4 and UE25a#1e, when parallel plate
fracture geometry is assumed (Wilson et al. 1994, Volume 1, Chapter 7, Table 7-19, p. 7-30).

Additional data could be analyzed to obtain a distribution of fracture porosities with depth, for a
specific location and the data could be analyzed using different assumptions about the fracture
geometry.  However, this would be of limited value given the considerable uncertainty in
conditions between boreholes and the appropriate method for scaling core data to site-scale
processes.  These estimates provide an order of magnitude estimate and are used to bound the
uncertainty in the flowing interval porosity.

6.7.4 Estimates of φφφφfractures from Yucca Mountain Pumping and Tracer Tests

Pumping tests of the tuff aquifer at the C-wells can be interpreted in several ways.  If it is
considered appropriate that the aquifer is a deep, unconfined saturated unit, the drawdown curves
are used to estimate specific yield (Sy) and hydraulic conductivity.  In this case it was considered
appropriate that the Sy represents the drainable volume of voids or the effective porosity.  The C-
wells pumping tests and curve fitting analyses indicate a Sy of 0.01 to 0.20 (Geldon et al. 1998,
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p. 29).  Tracer tests at the same C-well complex as interpreted in CRWMS M&O (1997a, p. 29)
indicates an effective porosity between 0.004 and 0.125.  In their review of the interpretations of
those same pumping and tracer tests, Winterle and La Femina (1999) observe that Geldon et al.’s
(1998) interpretation of the data did not include a conservative assumption regarding the
thickness of the flowing interval and neither the pumping or tracer analyses accounted for the
effects of preferential vertical and non-radial flow.  Winterle and La Femina (1999, p. 4-12)
re-interpreted the results of the pumping test and estimate the Sy  between 0.004 and 0.03.  But
they note that even with changing the assumptions about the thickness of the aquifer, the results
only provide an upper bound on the estimated drainable porosity.

There is tremendous uncertainty in the flowing interval porosity.  Given the estimates of this
parameter value based on theoretical models, pumping test and tracer data the parameter
uncertainty ranges over 4 orders of magnitude.  The best representation of the uncertainty in the
flowing interval porosity, φf, is a log-uniform distribution between 0.00001 and 0.10.

This range in uncertainty leads to an equivalent range in estimated water velocities if the flux of
water into the system is held constant.  The relationship to the estimated transport velocities is
not clear.  Smaller flowing interval porosities represent conditions with smaller fracture apertures
and therefore greater fluid contact with the matrix.  Greater contact with the matrix results in
greater interaction between the matrix and contaminants by diffusive mass transfer and therefore
greater retardation of the contaminant front.

The flowing interval porosity parameter is determined for a particular realization by the
parameter FPVO.  The probability distributions for flowing interval porosity is a log-uniform
distribution with a lower bound, LB[log10(φf)]: -5.0 and upper bound, UB[log10(φf)]: -1.0.

6.8 EFFECTIVE DIFFUSION COEFFICIENTS (STOCHASTIC)

The effective diffusion coefficient, De, is both variable and uncertain.  Variability in De is caused
by differences in molecular diffusion for individual contaminants.  The variability in molecular
diffusion occurs primarily due to differences in the size (atom, ion, or molecule) and charge of
individual contaminants.  The effective diffusion coefficients also vary over time and space due
to variability (spatial) and changes (temporal) in the temperature of pore fluids, geochemical
conditions and length of the diffusion path through the porous medium relative to a straight line
(tortuosity).  There is uncertainty about how and when these factors will vary because of
uncertainties in the existing and future thermal, hydrogeologic and geochemical conditions.  Of
these factors, differences in the size, charge, and chemical behavior of the transported
contaminants cause differences between the effective diffusion coefficient for individual
contaminants. Temperature and tortuosity should impact all contaminants equally.

The uncertainty in the effective diffusion coefficient is a function of the uncertainty and
variability in the radionuclide size, temperature, heterogeneity of rock properties, and
geochemical conditions along the transport pathway.  The contribution of these uncertainties and
variabilities to the uncertainty in the effective diffusion coefficient is evaluated in the following
subsections.  See Section 5.8 for the assumptions associated with this section.
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